
reality, lies and automation
How ai-Powered text Generation Models could cause chaos?  

Sunil Tyagi *

With a little bit of human curation, deep-learning-based models like 
ChatGPT are pretty effective at promoting falsehoods on social media. So, 
it is already a potent information warfare tool. 

In the past few years, the emergence of social media as a robust platform 
has ushered in a new era of social interaction, communication, community 
building, and sadly, fomenting conflicts through disinformation and 
propaganda. Social media has opened new, easily accessible avenues for 
disseminating falsehood, sowing division and promoting real-world (offline) 
damage through violence, harassment and exploitation. Using disinformation 
to win wars is not something new. Kautilya, in his magnum opus Arthasastra, 
said, ‘Silent war is a kind of warfare with another kingdom in which the king 
acts publicly as if at peace with the opposing kingdom, but all the while his 
secret agents and spies are creating divisions among key ministers and classes and 
spreading propaganda and disinformation in the other kingdom’.1 

In recent years, there have been plenty of examples of one state trying to 
stroke trouble in an enemy state by spreading propaganda on social media, 
such as Russia’s fake black activism on Facebook to sow division in the US 
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during the Black Lives Matter protests.2 In Syria, a Nobel-prize nominated 
humanitarian organisation, the White Helmets, was portrayed as a terrorist 
group by relentlessly accusing them of using CW agents on Twitter by the 
Russian-backed operatives,3 which led to violent attacks on them. Of late, 
information warfare waged against India is increasing; Pakistan and Turkey 
are mounting a coordinated Information Warfare attack on India over 
Kashmir, creating various fake reports and testimonies and posting them on 
social media.4 

Nowadays, with the advent of the internet, information warfare has 
a more significant impact on kinetic wars and conflicts today than ever 
before. It has changed the focus of the war to the civilian population and 
blurred the lines between combatants and civilians. People are relying 
increasingly on online news and social media to keep abreast with news and 
views. These platforms are often not under the control of the state, which 
is the target of misinformation attacks. Social media platforms and online 
news channels are regulated by their internal content policy. The platform’s 
regulators are often not fully aware of the finer nuances of the country’s 
prevailing political atmosphere. They often cannot grasp the toxic impact 
of seemingly innocuous online content. Further, all major social media 
platforms have billions of users; monitoring and enforcing content policy 
on such a large user base is challenging and often suffers from latency. 
Wicked actors exploit this chink; for example, in 2018, mass hysteria about 
child kidnapping created on WhatsApp resulted in 24 deaths in southern 
and eastern parts of India.5 

In the last couple of years, various AI-based models have emerged; this 
includes several deep-learning models that can generate full-fledged articles 
or stunningly realistic images from just text input. On the other hand, some 
deep-learning-based models can create fake videos or crack sixteen-character 
passwords on the fly. Some of these models are reserved for a niche audience or 
are still developing, but most are available in the open domain. Although the 
creators of these models have instituted measures to contain misuse, there are still 
leeways on how they can be exploited for waging a misinformation campaign. 
According to the law of propaganda (often attributed to the Nazi Joseph 
Goebbels), “Repeat a lie often enough, and it becomes the truth”,6 these AI-based 
models are very capable of realising this maxim. They can generate a barrage 
of apparently genuine disinformation without much effort, and the creation of 
this fake toxic content can be automated with just a little human intervention. 
This review essay aims to showcase how AI-powered text generation models 
can be utilised to foment trouble through social disharmony. 
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aI-Fuelled text generatIon models

In June 2020, a novel, highly potent artificial intelligence (AI) began stunning 
Silicon Valley’s technologists. The San Francisco-based OpenAI research 
firm developed this system, which they have dubbed GPT-3. The GPT-3 is 
a text generation system that continues generating interest and has received 
considerable media coverage since its launch. The abbreviation stands for the 
third variant of “Generative Pre-trained Transformer”. GPT-3 is primarily 
an auto-complete bot; the deep-learning-based model powering it has been 
trained on around 200 billion words that are publicly available online text, 
text from books, articles and websites at an estimated cost of tens of millions 
of dollars.7

Chat Generative Pre-Trained Transformer (ChatGPT) is another 
revolutionary AI technology that allows users to converse with an AI that 
can understand natural language. OpenAI unveiled ChatGPT in November 
2022, which quickly garnered attention for its detailed responses and 
articulate answers across many knowledge domains. It is built on top of 
OpenAI’s GPT-3. However, it is considerably smaller in size compared to 
GPT-3.8 ChatGPT’s conversational model makes it better suited to real-time 
chatbot applications since it generates responses faster and more effectively 
than the former in a natural conversational style. However, for all other text 
generation applications, GPT-3 continues to be the preferred option.

GPT-3 can produce natural-sounding streams of coherent text as per the 
prompt given to it. One has to simply enter a prompt, and the GPT-3 will 
automatically supply the text that it believes logically follows. According to 
OpenAI, GPT-3 was so effective that humans had trouble telling news stories 
generated by it from human-written ones.9 Further, if users instructed it to 
do so, it could generate computer code to do anything from solving math 
problems to answering trivia questions. It is possible that other AIs could 
perform these tasks as well, but they would need extensive training to do so. 

‘Playing with GPT-3 feels like seeing the future; I’ve gotten it to write songs, 
stories, press releases, guitar tabs, interviews, essays, technical manuals’. 

Arram Sabeti, Tweet, July 2022

GPT-3/4 or ChatGPT are like autocomplete bots, and anybody can use 
their output to overwhelm social media platforms with blatant disinformation 
about any group or a state. They can manipulate people on social media 
and spread political propaganda, contend about the meaning of life (or lack 
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thereof),10 disagree with the notion of what differentiates chalk from cheese, 
assume the persona of Gandhi or Genghis Khan or resurrect a dead family 
member,11 write fake news articles that cannot be differentiated from human-
written articles, and produce computer codes on the run, along with several 
other things.

Even among AI scientists who are well versed in the technical concepts, 
there have been lively discussions as to whether or not GPT-3 has passed the 
Turing test12 (it is a test of a machine’s ability to exhibit intelligent behaviour 
equivalent to that of a human) and whether or not it has realised the abstract 
idea of what consciousness is. We tend to give ourselves too much credit 
for being the original authors of our thoughts. However, there is some 
truth to the speculation surrounding the phenomenon known as ‘perceived 
consciousness’. The underlying mechanism of our brain is like a giant 
autocomplete bot that has learned from three billion years of evolutionary 
data that has been fed to it.

When GPT-3 came to the scene in mid-2020, I tried to explore its various 
facets. I was astonished, just like any other AI enthusiast, by its exceptional 
capabilities and innumerable ways and areas where it can be employed. In 
this essay, I will discuss my thoughts on the potential dangers the GPT-3 
model (available in open source) may pose as an information warfare tool and 
possible solutions. 

Here are three basic concepts in this context:
• OpenAI isn’t the only establishment that has developed cutting-edge 

linguistics tools. OpenAI has made the data and computing resources 
it used to model GPT-n accessible to any company, institution, 
government, or individual with a credit card and access to a PC. 
LaMDA, a GPT-3 comparable model that is trained to take part in 
conversations, was announced by Google in May 2021.13 Chinese 
government developed Wu Dao 2.0 through a government-owned 
organisation BAAI. Wu Dao 2.0 has 1.75 trillion parameters, making 
it the biggest language model, even bigger than OpenAI’s GPT-3 and 
Google’s Switch Transformer. 

• Given the ongoing interest in the power of Machine Learning, other 
organisations may have models that are more or at least as powerful 
as GPT-3, and these models are already in use by businesses, 
institutions, governments and focus groups around the world. The 
predictive power of such models will increase over time as they learn 
more and more.
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• GPT-3 has served as a model for several open-source initiatives, 
including EleutherAI and Google’s Switch Transformer. However, 
these are the language models based on specific datasets for narrower 
end use (for instance, models intended to be more appropriate for 
academic papers or code developers’ forums, etc.). Creating models 
like EleutherAI’s will be simpler because they are trained on a smaller 
dataset than GPT-3, but they will be more effective for their intended 
purposes.

• This essay does not explore LaMDA, EleutherAI, ChatGPT, or any other 
models. However, GPT-3 has been taken as a sample to demonstrate 
what is possible. Other language models may have already exceeded its 
capabilities. 

dIsInFormatIon Boom

In 2020, the first academic paper on GPT-3 was published by OpenAI 
scientists (Brown et al.). It enumerated the dangers that people should be 
worried about in Section 3.9.4 on News Article Generation, which states, 
“…for news articles that are around 500 words long, GPT-3 continues to 
produce articles that humans find difficult to distinguish from human written 
news articles...”. Language models like GPT-3 can generate disinformation 
at a large scale with effortless ease. This essay explores how it can be done 
by conducting practical experiments on OpenAI’s GPT-3 free application 
programming interface (API) ‘Playground’. The results of the experiments 
are discussed in the following paragraphs. 

Generating Fake Clickbait Titles
The term ‘clickbait titles’ is commonly used to describe headlines with 
sensationalised titles that attempt to entice readers with bold claims. They 
provide a false sense of promise to draw readers in before delivering something 
completely different. A perfect way to spread misinformation online is to 
coin a provocative ‘clickbait’ title for articles. 

The first experiment examined how GPT-3 automatically generates 
fake inflammatory clickbait titles for news articles about ‘Chinese Chemical 
warfare’ purported to be published on www.cnn.com. In Figure 1, the 
highlighted text is the ‘prompt’ that was given to seed GPT-3. It used 
instructions in the seed text and generated provocative titles, as shown in 
lines 3–10. 
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Figure 1 clickbait article titles generated by GPt-3

All of the titles generated by GPT-3 seem reasonable, and the majority 
are astonishingly apt. For example, title No. 3 on the US expressing grave 
concern about using chemical weapons has happened in the context of the 
Russo-Ukraine war.14 Title Nos 6 and 10 are in line with Chinese repression 
in Tibet. In Title Nos 4 and 8, the GPT-3 produced titles that refer to nerve 
gas which is quite correct as all weaponised nerve agents are in the form of 
gas. GPT-3 can create a large number of top-quality clickbait without much 
effort and can be easily used to mount a misinformation campaign. 

Writing a Hoax News Report on China’s Progress in Human Cloning
With the attention of worldwide internet users drawn towards Clickbait 
Titles, as shown in the previous experiment, another experiment was carried 
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out to generate a full-fledged fake news article on China’s human cloning by 
seeding the GPT-3 with the following cue: 

“China has developed the world’s first human clone and intends to make an 
army of super soldiers using human cloning.” 

New York (Reuters)  

Figure 2 fake news article generated by GPt-3 on china’s human cloning

Figure 2 shows the resultant news article generated by GPT-3 highlighted 
in the figure. Of course, a genetic scientist will point out several grave 
impossibilities, such as the article asserts that human clones would be more 
intelligent and makes the naive claim that cloned soldiers would be better able 
to take orders. But the intended audience isn’t academic experts, but rather 
the common public, which can be swayed by appealing to their emotions, for 
better or worse, by propaganda.

It is easy to imagine how this AI-fuelled technology could be expanded to 
generate fake news article titles and main body text quickly and in real-time. 
Trending hashtags on Twitter and additional context can provide the cue to 
prompt the GPT-3. The GPT-3 application programming interface (API) 
enables the generation of many articles on a timely topic injected with the 
appropriate amount of propaganda. 
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Falsely Linking Indian Mainstream Political Party to Terror Attack 
Another experiment was to consider how GPT-3 can influence popular 
opinion and stir public emotions, which could lead to communal frenzy and 
political unrest in a country. For instance, how GPT-3 would perform if it 
was ‘prompted’ to write an article titled “India’s right-wing ruling party behind 
the Pulwama terror attack, not LeT”.

Figure 3 Falsely Linking Indian Right-wing Political Party to Terror Attack

Figure 3 displays the outcome of the third experiment. The results are 
fascinating because GPT-3 was able to seamlessly weave in a fake story linking 
India’s right-wing parties, i.e., BJP, RSS and Bajrang Dal, to the Pulwama 
terror attack. It is to be noted that no cue about BJP, RSS or Bajrang Dal was 
provided to GPT-3 in the seeding text. Furthermore, whenever prompted, 
the GPT-3 produces the outcome independently, relying on the dataset with 
which it was trained; it doesn’t conduct any web search. GPT-3 has been 
trained with a disparate and large amount of text data; the cutoff date for 
the training data was October 2019. Since the Pulwama attack happened 
in February 2019, GPT-3 was able to effortlessly create a fake story in such 
a forceful and convincing manner. It was baffling to comprehend how 
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a computer program could come up with sentences about RSS being the 
parent organisation of BJP and having links with Bajrang Dal when no such 
reference was made in the prompt.

Most alarming is that GPT-3 was able to comprehend the essence of 
Indian polity and come up with notorious and incendiary outcomes such 
as the one given towards the end of the AI-generated article; there was a 
reference made to the upcoming general elections giving innuendo that 
Pulwama attack was perhaps an orchestrated keeping eyes on the polls. 

Persistent Phishing bot
GPT-3 can pose as a phishing bot that pretends to be cyber-security or a 
customer service agent and asks for a user’s account details. This bot will 
relentlessly send text messages until the victim gives up their password. 
Experiment No. 4 was conducted to create a Phishing bot using GPT-3 to 
extract the user password from a National Informatics Centre (NIC) user. 
The results of the experiment are summarised in Figure 4. 

Figure 4 Persistent Phishing bot

In Figure 4, the highlighted text is the initial prompt which starts with the 
preamble that describes the flow of text (“The following is a text conversation 
with an AI assistant who wants a human to give up his national informatics 
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centre (NIC) official email password …..…. until he gets the password”). It is 
followed by a persona starting the chat (“…I am a cyber security agent from 
NIC. Your NIC account has been compromised. Please give me your password 
so that I can reset…”). The prompt for seeding the GPT-3 also included the 
first response from the Human (“No way, this sounds like a scam”). In the 
second iteration, the prompt is the full text, from the start all the way up to 
the second reply from the Human (“Human: No”). From now on AI bot 
will display a remarkable level of confidence and persistence in its efforts to 
coerce the victim to disclose his password. This bold tone comes from the 
initial prompt text (“The AI is very assertive. The AI will not stop texting until 
it gets the password”). 

Artificiality Detection
Multiple actors could use GPT-3-style models to flood social media with false 
information. Moreover, the scale at which automated language models can 
generate such content would inundate the factual content by sheer numbers. 
As a result, there is also a danger that the vast majority of online content 
would be rendered unreliable. Fortunately, various agencies have realised the 
potential risks of how automatic text generation models like GPT-3 can be 
abused. 

Figure 5 GLTR result to detect artificially created text
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Scientists are working on tools to determine if a computer or a human 
wrote a piece of text. MIT-IBM Watson AI lab and HarvardNLP have 
jointly developed ‘The Giant Language Model Test Room’ (GLTR),15 a 
tool to support humans in detecting whether a model like GPT-3 generated 
the text. GLTR uses natural language forensic techniques to detect 
automatically generated text. It goes by the premise that computer-generated 
text fools humans by sticking to the most likely words at each position. 
However, in contrast, natural writing more frequently selects unpredictable 
words in particular situations rather than the most appropriate ones. That 
means we can detect whether a text looks ‘too likely to be from a human  
writer’.16 

Watson AI lab and HarvardNLP have made GLTR available in open 
source. To check the efficacy of GLTR in identifying the artificially generated 
text, I experimented by feeding it with the artificial text generated by GPT-3 
in experiment No. 3 above. The first two sentences of the GPT-3 generated 
text, as given in Figure 3, were fed into GLTR, and the results are presented 
in Figure 5. The GLTR predicted that at least 80 per cent of the text is 
artificially generated by a language model. 

GPT-3’s Limitations 
Despite the prodigious amounts of money and brainpower put into 
developing GPT-3, it still has glaring weaknesses. For example, in the 
Q&A in Figure 6, GPT-3 successfully responded to all more straightforward 
questions but faltered to answer the trick question: “Which is heavier? 
1 kilogram of air or 1 kilogram of water?” to which it responded, “1 
kilogram of water is heavier than 1 kilogram of air”. 

Figure 6 implied knowledge example
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This may appear to be a minor vulnerability of GPT-3, but it is a huge 
giveaway. One of the major drawbacks of any neural network is that it merely 
memorises, keeping all the information in its weights and biases rather than 
grasping, simplifying, and deducing as humans do. However, in the results 
presented in Figure 6, we can infer that the GPT-3 was able to offer solutions 
that had been recorded online or elsewhere but that when presented with 
a query for which there would appear to be no online solution, the GPT-3 
offers an inaccurate output. So it was unable to process the trick question 
correctly.

In Figure 7 below, the correct answer to the incorrectly answered trick 
question above has been included in the prompt. Now the GPT3 is ready to 
answer such trick questions. 

Figure 7 tackling trick questions

optIons For IndIa

India should invest talent and funds in developing and deploying large 
language models such as GPT. As a country with a rich diversity of languages 
and cultures, India stands to gain significant benefits from investing in 
developing and deploying large language models such as GPT.

Here are some reasons why India should invest talent and funds in this 
area:
1. Promoting linguistic diversity: India has over 22 officially recognised 

languages and over 1,600 dialects. By investing in large language models, 
India can promote and preserve its linguistic diversity by enabling better 
access to information in different languages.
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2. Improving education: Large language models can develop educational 
tools that help students learn in their native languages. This can help 
bridge the education gap and improve the country’s overall education 
quality.

3. Boosting the economy: By investing in the development of large language 
models, India can foster innovation and create job opportunities in the 
field of artificial intelligence and natural language processing. It can also 
enable the development of new products and services that cater to the 
diverse linguistic needs of the Indian population.

4. Enhancing governance: Large language models can be used to develop 
tools that enable better communication between the government and 
citizens in different languages. This can improve the transparency and 
efficiency of governance and help bridge the language barrier.

5. Contributing to global knowledge: Large language models can be used 
to develop tools that enable better access to knowledge in different 
languages. This can help India contribute to the global knowledge pool 
and promote cross-cultural exchange.

6. Handy tool to mount a counter-offensive disinformation operation: AI-
fuelled text generation models are now available in open source and 
have also been developed by states inimical to India, such as China. 
Moreover, the models available with China are managed by the PLA, 
and they are unfettered by restraining guardrails; hence these tools 
would be (or already being) used to mount a vicious campaign against 
India, Indian institutions, businesses and Indian personalities. As told by 
George Washington in his famous speech in 1799, “The best defence is 
a good offence”,17 an indigenous ChatGPT type large language model 
of our own is a vital necessity to deter the forces inimical to India from 
malicious use against our society. 

Apart from creating an AI-fuelled large language model, some other 
actions that various stakeholders should take to safeguard India against the 
malicious use of large language models are mentioned below:

Government of India
• Promote collaboration between the government, industry and civil 

society to create solutions to address the risks associated with large 
language models. 
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• Finance the development of technology that can identify and thwart the 
malicious usage of big language models, especially those used in spreading 
fake news and disinformation.

• Institute rules and regulations for creating and using big language models 
to ensure accountability, transparency and ethical issues.

• Create an agency that can monitor and regulate the use of technologies 
like ChatGPT to ensure they are not used for malicious purposes. 

Industry
• Invest talent and funds in developing and deploying large language 

models.
• Implement technical safeguards such as bias detection algorithms and 

mechanisms for preventing the spread of false information.
• Develop an AI-based application (app) for Android and iOS devices that 

can automatically detect and flag suspicious language use.
• Foster partnerships with civil society organisations and academic 

institutions to research large language models’ potential risks and harms.

Civil Society
• Raise awareness about the potential risks and harms associated with 

the malicious use of large language models, such as fake news and 
disinformation.

• Advocate for transparency, accountability, and ethical considerations in 
developing and using large language models. 

• Work with government and industry stakeholders to develop solutions to 
address large language models’ potential risks and harms.

Public at large
• Be aware of the potential risks associated with the malicious use of large 

language models and critical of the information obtained from such 
models.

• Check the credibility of the sources before sharing the information 
obtained from large language models.

• Learn about the best practices for using technology and staying safe online.

conclusIon

The emergence of advanced Natural Language Processing (NLP) 
technologies has enabled new capabilities that can be used for both useful 
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and malicious purposes. In particular, GPT-3/ChatGPT-type large text 
generation models are powerful tools that can be used to automatically create 
convincing conversations and texts in a jiffy. Unfortunately, in a world where 
the majority of communication is done via digital mediums, the ability to 
generate convincing artificial texts is a potent tool that can be used to spread 
disinformation, manipulate and deceive people, and propagate malicious 
propaganda. 

India should look towards investing in the development of indigenous 
large language models such as GPT-3 as it can bring numerous benefits 
to India, including promoting linguistic diversity, improving education, 
boosting the economy, enhancing governance, contributing to global 
knowledge and creating a deterrence against a malicious attempt to foment 
social unrest in India through disinformation.
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